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 

Abstract: This paper describes the construction of Internet of 

Things (IoT) enabled system which not only captures the sensors 

data in textual and numeric form but also performs live human 

face recognition to monitor physical  location effectively. The 

dataset used in order to apply supervised machine learning 

algorithms is the combination of automatically captured live 

sensor data along with name of the human face recognized or 

unknown and additional manually introduced class label. 

Performance measurement of face recognition is done with the 

help of Decision Tree (DT), K-Nearest Neighbors (KNN), Naïve 

Bayes (NB) and Logistic Regression (LR). The results show that 

DT gives the best performance with respect to classifier’s 

accuracy; True Positive Rate, Positive Predictive Value and area 

under curve of Receiver Operating Characteristics (ROC) for face 

recognition prediction whether the recognized face is true or false. 

 

Index Terms: Machine Learning, Physical Location 

Monitoring, Confusion Matrix, ROC, Decision Tree, Naive Bayes, 

Logistic Regression, K-Nearest Neighbors. 

 

I. INTRODUCTION 

 

 Internet of Things (IoT) is the one of the emerging and 

rapidly developing technology in the field of Information 

Technology and Communication Engineering. Lots of 

devices can be connected to each other with the help of IoT to 

communicate and exchange their information and data. In 

today’s life, it is necessary to monitor the physical location 

with the help of IoT where numbers of different sensors are 

connected to single board computer. Analysis of physical 

location is required in order to identify any abnormal 

conditions in the environments like home locations, sensitive 

laboratories, hospitals, educational institute, industries etc. 

Abnormal conditions can be sudden increase or decrease in 

temperature and humidity, increase in intensity of light, 

increase in gas sensor values, unknown person’s detection in 

the premises which in turn can cause severe damage to the 

location and surroundings. So it is essential task to capture 

sensor data continuously on regular intervals and perform 

statistical as well as systematic analysis of the same to create 

decision support system which is required to avoid further 

loss in the environment. IoT enabled system with multimedia 

data such as digital images of human faces are useful for face 

detection and recognition. Face recognition is useful in 
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various scenarios such as intrusion detection, identifying the 

several actions such as switch ON/OFF various devices, 

identifying user’s routine in the environment to know when 

user is at home and interacting with the devices and so on. 

Development of IoT enabled system with face recognition 

makes significant change in safety and security of premises. 

More robust and powerful system can be achieved with the 

help of IoT and face recognition. The objective of this paper 

is to present prescient scientific models for IoT enabled with 

face recognition system for monitoring physical location. 

Location considered here is the living room of a home and 

data is captured for one month continuously. The system 

employs four supervised machine learning predictive models 

with DT, KNN, NB and LR for analysis of human face 

recognition to find accuracies of applied classifiers, 

precision, recall and ROC curve and compare them. 

II. RELATED WORK 

 Sankar Mukherjee et al. addressed an issue of meeting 

sensor connect with the Mobile Adhoc Network (MANET) 

organizes on the grounds that hubs have distinctive power 

levels, heterogeneous conventions and have odds of 

co-channel obstructions another design of IoT systems, 

where sensor systems and MANET are joined together for 

proficient correspondence with the Internet Gateways [1]. 

 Neelesh Mishra et al. presented an overview of different 

congestion control calculations utilized at transport layer. IoT 

requires a vehicle layer convention which offers blockage 

control, adaptability and dependability as indicated by 

necessity of gadgets [2].  Dragos Mocrii et al. presented a 

survey of real advancements of IoT-based smart homes and 

current difficulties of brilliant home advances and their 

scattering, and indicate some interesting arrangements and 

future patterns [3]. Adel Alkhalil et al. recommended the 

usage of information provenance as an imperative instrument 

that can improve the security and protection of IoT 

frameworks and reviewed the most difficult issues in IoT 

information provenance. Seven issues have been talked about 

including provenance security, monstrous measure of 

information, ordering, different customers, change, question, 

and interoperability [4].  Nallapaneni Manoj Kumar et al. 

expounded the conceivable security and protection issues 

considering the segment cooperation in IoT and concentrates 

how the Distributed Ledger based Block Chain (DL-BC) 

innovation add to it [5].  
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Mustafa Alper Akkaş et al. displayed a Wireless Sensor 

Network model comprising of MicaZ hubs which are utilized 

to quantify nurseries' temperature, light, weight and 

stickiness. With this framework farmers can control their 

nursery from their cell phones or PCs which have web 

association [6]. 

 Partha Pratim Ray reviewed mainstream IoT cloud 

stages in light of explaining a few administration areas such 

as application advancement, gadget the executives, 

framework the board, heterogeneity the executives, 

information the board, devices for investigation, 

arrangement, checking, perception, and research. An 

examination is displayed for in general spread of IoT mists as 

per their appropriateness [7]. 

 Nawaz Mohamudally et al. featured the difficulties 

significant to center components engaged with the 

advancement of an Anomaly Detection Engine (ADE). It was 

discovered that an exact and dependable ADE depends on 

three fundamental determination factors to be specific, the 

nature of the information focuses, the time arrangement 

change, and where investigation are executed [8]. 

 Mohammad Saeid Mahdavinejad et al. evaluates the 

different machine learning strategies that bargain with the 

difficulties exhibited by IoT information by considering 

shrewd urban areas as the fundamental use case. The key 

commitment of this investigation is the introduction of a 

scientific classification of machine learning calculations 

clarifying how unique strategies are connected to the 

information so as to remove larger amount data [9]. 

 Bill Karakostas proposed an engineering that utilizes a 

Bayesian occasion expectation display that utilizes 

chronicled occasion information produced by the IoT cloud 

to ascertain the likelihood of future occasions. Framework 

anticipated outbound flight defer occasions, in view of 

inbound flight delays, in light of authentic information 

gathered from avionics measurements databases [10]. 

Huseyin Yildirim et al. concentrated to break down 

the variables that impact representatives' aim to utilize 

wearable gadgets at the work environment. In this 

examination, an audit of the writing with respect to 

acknowledgment of innovations and affecting elements, for 

example, hazard and trust is utilized to build up an applied 

model [11]. 

Ajitkumar Shitole et al. clarified about proposed 

showing of relevant adjustment approach and the executives 

customization that abuses distinctive identification 

methodology to give a proactive control advantage at home is 

conceivable and attainable. Principle based administration 

customization technique that utilizes a standard happenstance 

strategy dependent on semantic separation to settle on 

choices about the unique situation and a set hypothesis 

strategy dependent on set hypothesis to screen benefit 

customization [12]. 

 Manoj Devare explained about the huge amount of 

statistics values captured from the sensor want to be analyzed 

because one cannot forget the ideal values. The hassle may 

additionally arise at some stage in the handshaking of the 

sensors with the libraries established inside the SBCs. The 

sensor information gathered within the SBC, and pushing it 

either at the internet-server or Cloud is likewise having a few 

synchronization issues. The handshaking and 

synchronization troubles can be detected and appropriately 

analyzed the usage of the statistical gear and techniques 

which applied to the accrued sample data within the 

preliminary checking out [13]. 

 Ajitkumar Shitole and Manoj Devare depicted about the 

observing of a physical area isn't only a basic action yet 

suggests vital restorative measures after efficient 

investigation, to stay away from the further misfortune in the 

materials and also dangers in nature. The sensor information 

caught as time arrangement is helpful for examination of the 

anomalous conditions in the environment. The content based 

and numerical qualities from the sensor are valuable for the 

examination utilizing the factual instruments and procedures 

[14]. 

Alexandra Moraru et al. presented vertical framework 

mix of a sensor hub and a toolbox of machine learning 

calculations for anticipating the quantity of people situated in 

a shut space. The dataset utilized as a contribution for the 

learning calculations is made out of consequently gathered 

sensor information and extra physically presented 

information. The framework broke down the dataset and 

assessed the execution of two kinds of machine learning 

calculations on this dataset. The investigations demonstrated 

that enlarging sensor information with appropriate data can 

enhance forecast results and furthermore the arrangement 

calculation performed better [15]. 

 Joseph Siryani et al. depicted machine learning 

Decision-Support System (DSS) which enhances the IoT 

Smart Meter Operations. The model is observationally 

assessed utilizing informational indexes from a business 

organize. The framework shows the effectiveness of 

methodology with a total Bayesian Network forecast model 

and contrast and three machine learning expectation 

demonstrate classifiers: Naïve Bayes, Random Forest and 

Decision Tree. Results show that approach creates factually 

critical estimations and that the DSS will enhance the cost 

effectiveness of Electric Smart Meter (ESM) arrange tasks 

and support [16]. 

 Purnendu Shekhar Pandey et al. acquainted significance 

with advice the individual about his undesirable way of life 

and even alert him/her before any intense condition happens. 

To distinguish the pressure heretofore framework have 

utilized heart beat rate as one of the parameters. IoT 

alongside ML is utilized to alert the circumstance when the 

individual is in genuine hazard [17]. 

Go Takami et al. outlined the ML techniques and 

described a sensor identification experiment and the results 

of a deterioration determination experiment that suggests the 

possibility of understanding the sensor deterioration process. 

System believed that there is a great possibility that analysis 

of sensor data using the ML techniques can be used for the 

preventive maintenance such as sensor deterioration 

estimation [18]. 

 Rui Madeira et al. clarified ML Approach for Indirect 

Human Presence Detection Using IoT Devices. The gave 

data was anonymized at the source. The initial step was to 

extricate satisfactory highlights for this issue. A naming 

advance is presented utilizing a blend of heuristics to affirm 

the probability of anybody being home at a given time, in 

light of all data accessible, including, yet not constrained to, 

coordinate nearness indicators. 
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 The arrangement lays chiefly on the utilization of 

regulated learning calculations to prepare models that 

recognize the nearness with no data dependent on direct 

nearness finders [19].  Che-Min Chung et al. examined about 

new methodology that utilized ML strategies to determine the 

gigantic information issue in the quickly business of the IoT. 

This arrangement is represented considerable authority in IoT 

information and connected to a genuine case of a keen 

working with more than 100 associated sensors and its 

execution is contrasted with industry benchmarks [20]. 

III. EXPERIMENTATION 

IoT enabled device is created to reveal the physical area 

in real time the usage of sensors connected the usage of the 

jumper wires. Various sensors together with digital 

temperature and humidity sensor, light intensity, physical 

presence, and gasoline detection sensors are connected to 

Raspberry Pi3 to optimize the physical location tracking. The 

device is evolved to fetch actual-Time facts from the sensors. 

The web camera is likewise linked to Raspberry Pi3 to 

capture snap shots of human face for recognition. In order to 

monitor physical location, the sensor data is captured 

regularly in real time fashion and stored onto local server. 

Whenever human face is detected and recognized as either 

known or unknown person, same data is also stored onto Go 

Daddy Cloud Service for further use and analysis. Subset of 

original dataset is pushed onto cloud to create labeled dataset 

and then apply supervised machine learning algorithms to 

measure the performance of human face recognition. Fig. 1 

shows the IoT Enabled System with Face Recognition for 

live face recognition and sensor data capturing. Fig. 2, Fig. 3, 

and Fig. 4 show Face Recognition of Known Persons. Face 

recognition and sensor readings are captured simultaneously 

using multithreading programming in python. The system is 

used to monitor the home location continuously for one 

month. To create labeled dataset, cloud data was downloaded 

daily to add the class label manually. Whenever the person 

was recognized incorrectly, false entry was registered 

manually in register to create labeled dataset to apply 

supervised machine learning algorithms. 

 

 

 

 
 

 

 
 

 

 
 

 

 

Fig. 1 IoT Enabled System with Face Recognition 
 

 

 
 

 

 
 

 

 

 

 

 

Fig. 2 Face Recognition of Known Person: Yogita  

 
   Fig. 3 Face Recognition of Known Person: Pramila 

 

 

 

 

 

 

 

 

 

 

 

 

 

  Fig. 4 Face Recognition of Known Person: Swaroop  

 

In order to capture sensor values and to recognize human 

face in real time, multithreading programming in python is 

applied as Raspberry Pi 3 supports a quad core processor. 

Main thread along with two additional threads is created to 

achieve simultaneous processing which in turn to get 

maximum throughput. Main thread is used to capture the live 

image frame by frame and to perform processing on that 

captured image for face recognition. First thread out of two 

additional threads is used to read temperature and humidity 

sensor values. Second thread is used to read LDR, Gas, and 

PIR sensor values.       To perform face recognition activity 

effectively in IoT enabled environment, face recognition 

library which recognizes and manipulates faces from Python 

is installed onto system. Local database of known faces is 

created to compare with live captured images frame by 

frame. Face recognition library consists of various in built 

methods to perform tasks such as to load image file, to get 

face locations, to get face encodings, to compare faces etc. 

Every known image is loaded into temporary variable for 

encoding of facial characteristics that can be contrasted with 

some other picture of a face. Two arrays are initialized to 

represent known face encoding and known face names. Live 

image is captured and processed to get areas and frameworks 

of every individual's eyes, nose, mouth, and jaw. Face 

location is applied to get face encodings. Captured image’s 

face encodings are compared with known face encodings and 

if match is found known face name is displayed on screen 

otherwise unknown string is displayed.  System consists of 

heterogeneous data as it combines numeric, string, and image 

data. Although image data is combined with sensor data, 

captured images are not stored either on local database or 

cloud. Whenever face is recognized, the names of known 

persons along with other sensor values are stored onto local 

server as well as cloud.  
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Irrespective of face detection and recognition, all entries 

with sampling rate of 2 to 4 seconds are maintained onto local 

database. Cloud database is a subset of local database as it 

contains entries when face is recognized either as known or 

unknown. Local database contains dataset in csv file with 5, 

86,506 entries of size 40.2 MB where as cloud database 

contains dataset in csv file with 3025 entries of size 213 KB. 

IV. MACHINE LEARNING MODELS 

Classification is utilized to discover in which gather 

every datum example is connected inside a given dataset. It is 

utilized for characterizing information into various classes as 

indicated by some obliges. A few remarkable sorts of 

arrangement calculations including Decision Tree, K-Nearest 

Neighbors, Naive Bayes, and Logistic Regression are utilized 

for it. Arrangement is a two stage process. During initial step 

the model is made by applying arrangement calculation on 

preparing informational collection at that point, in second 

step the extricated model is tried against a predefined test 

informational collection to gauge the model prepared 

execution and precision. So grouping is the procedure to allot 

class mark from informational index whose class name is 

unclear. 

A. Decision Tree 

Decision tree fabricates regression or classification 

models as a tree structure. The last outcome is a tree with 

choice nodes and leaf nodes. A choice node has at least two 

branches, each speaking to values for the quality tried. 

Decision trees utilized in information mining are of two 

principle types: Classification tree investigation is the point 

at which the anticipated result is the class to which the 

information has a place. Regression tree examination is the 

point at which the anticipated result can be viewed as a 

genuine number. The Gini coefficient is a factual proportion 

of conveyance. The coefficient ranges from 0 (or 0%) to 1 (or 

100%), with 0 speaking to consummate fairness and 1 

speaking to consummate disparity. The impurity measure 

used in building decision tree in Classification and 

Regression Trees (CART) is Gini Index. The decision tree 

built by CART algorithm is always a binary decision tree. 

Gini index for a given node t: 

 

                                               

            

       is the relative frequency of class j at node t. 

When a node t is split into k partitions (child nodes), the 

quality of split is computed as, 

           

            
  

 

 
                                                 

 

Where   ni = number of records at child node i  

       n = number of records at parent node t  

Trait that boosts the decrease in impurity or having minimum 

gini index is chosen as dividing attribute. 

B. Naïve Bayes  

The Naive Bayes Classifier system depends on Bayesian 

hypothesis and is especially utilized when the dimensionality 

of the information sources is high. Bayes hypothesis gives a 

method for computing the posterior probability P(A|B), from 

P(A), P(B), and P(B|A). Naive Bayes classifier thinks about 

that the impact of the estimation of an indicator (B) on a 

given class (A) is autonomous of the estimations of different 

indicators. 

 

       
          

    
              

 

Where, P (A|B) is the posterior probability of class (target) 

given predictor of a class, P (A) is called the prior probability 

of a class, P (B|A) is the likelihood which is the probability of 

predictor of given class, and P (B) is the prior probability of 

predictor of a class. 

C. K Nearest Neighbors (KNN)  

KNN recognizes the order of unclear information 

point based on its nearest neighbor whose class is as of now 

known. It makes usage of the more than one nearest neighbor 

to decide the class in which the given information point has a 

place with and subsequently it is called as KNN. 

The Euclidean distance between the points x and u is 

 

                                    
  

             (4)          

      

D. Logistic Regression (LR)  

Logistic Regression is utilized to portray information 

and to clarify the connection between one dependent binary 

variable and at least one nominal, ordinal, interim or 

proportion level autonomous factors. LR is a factual strategy 

for breaking down a dataset in which there is at least one 

autonomous factor that decide a result. The result is estimated 

with a dichotomous variable. 

The "logit" function is given below 

 

   
 

     
                      

Where, p is the probability that the event Y occurs, p(Y=1)  

p/(1-p) is the "odds ratio"  

ln[p/(1-p)] is the log odds ratio, or "logit"  

The logistic distribution constrains the estimated 

probabilities to lie between 0 and 1.  

The estimated probability is:    

 

  
 

               
              

 

Where if   +  X =0, then p = .50  

as  +  X gets really big, p approaches 1 , as  +  

X gets really small, p approaches 0. 

E. Open Source Distribution for ML Predictive Models 

   

programming      languages for information technology   and 

open-source web software that lets in you to create and 

percentage files that include stay code, equations, 

visualizations and all. Four supervised machine learning 

algorithms: DT, NB, KNN and LR are applied. 

 

 

 

 

 

 

For  ML  predictive  models,  Anaconda  Jupyter  is  used. 
Anaconda  is  open  supply  circulation  of  the  Python  and  R 

device studying related applications. The Jupyter notebook is 



International Journal of Recent Technology and Engineering (IJRTE) 

ISSN: 2277-3878, Volume-8 Issue-2, July 2019 

3586 

Published By: 

Blue Eyes Intelligence Engineering 
& Sciences Publication  

Retrieval Number: B3186078219/19©BEIESP 

DOI: 10.35940/ijrte.B3186.078219 

 
 

First dummy variables are created for categorical attributes 

using pandas in python. Input and output variables are 

created  using pandas.  Input variable consists of values of all 

features except class label. Output variable with class label is 

created. Data set is divided into training and testing dataset. 

To create the models machine learning algorithms are applied 

on training data set. Classifier’s performance is measured 

with the help of testing dataset. Graph of all confusion 

matrices and Receiver Operating Characteristics (ROC) are 

plotted for interpretations of accuracies.  

V.  EXPERIMENTAL RESULTS 

      To monitor physical location i.e. home, sensor values 

are collected for one complete month and to detect outliers, if   

any, box whisker plots are created for temperature, humidity, 

LDR, and gas sensor values.  

A. Box Whisker Plots 

 

 

 

 

 

 

 

 

 

 

 

 

 

      Fig. 5 Box Whisker Plot for Temperature 

 

 

 

 

 

 

 

 

 

 

 

 

 

          

       Fig. 6 Box Whisker Plot for Humidity 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

          Fig. 7 Box Whisker Plot for LDR 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8 Box Whisker Plot for Gas 

 

Fig. 5, Fig. 6, Fig. 7, and Fig. 8 show box-whisker plots of 

temperature, humidity, LDR, and gas sensors respectively. 

Box whisker plot divides entire data into four regions and 

every region consists of 25% of total data. The first region is 

from minimum value to first quartile (Q1), second region is 

from first quartile to median (Q2), the third region is from 

median to third quartile (Q3) and fourth region is from third 

quartile to maximum value. Difference between Q3 and Q1 is 

called as Inter Quartile Range (IQR).  

 

                                                                         

                              

The data points having values less than 1.5 times IQR and 

values greater than 1.5 times IQR are called as outliers. 

Outliers indicate unusual happenings in the environment 

where the system is located.  

 

                              

 

            
                              

 

Fig. 5 and Fig. 8 show that very few outliers exist for 

temperature and gas sensor values. Fig. 6 shows too many 

outliers exist for humidity sensor and Fig. 7 shows outliers 

for LDR more than temperature and gas sensor values but 

less than humidity sensor values.  

Various experiments are also carried out to assess 

classification accuracy, classification report, ROC curves, 

evaluation and the analytical model selection based on ML 

classifiers.  

B. Classification Accuracy 

A confusion matrix is an abstract of forecast results on a 

classification problem. It is a two dimensional matrix of order 

2*2 for binary classification problem. Row is reserved to 

indicate actual values of negative and positive samples. 
Column is reserved to indicate predicted values of negative 

and positive samples. Matrix is divided into four cells such as 

True Negative (TN), False Positive (FP), False Negative 

(FN), and True Positive (TP) respectively. Entries along the 

diagonal from left most upper corner to right most 

bottommost corner represent true entries representing either 

TN or TP otherwise remaining entries are false. FPs are 

called as type-I error and FNs are called as type-II error. 
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        Fig. 9 Confusion Matrix of DT 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

              

              Fig. 10 Confusion Matrix of KNN 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

    Fig. 11 Confusion Matrix of LR 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                 Fig. 12 Confusion Matrix of NB 

 

 

          
     

           
                

 

Accuracy of a classifier is the ratio of summation of 

TP and TN to total number of samples or instances. Accuracy 

is also called as recognition rate which specifies the 

proportion of total samples that are correctly identified. 

Misclassification rate is the difference between 1 and 

recognition rate. 

Fig. 9, Fig. 10, Fig. 11 and Fig. 12 show confusion 

matrices of ML classifiers: DT, KNN, LR and NB 

respectively. Out of total instances, there are 85.12 % 

instances are true instances and 14.88 % instances are false 

instances. Fig. 9 shows that 8.76 % instances are correctly 

predicted as false instances and 79.34 % instances are 

correctly predicted as true instances for DT. Fig. 10 shows 

that 3.80 % instances are correctly predicted as false 

instances and 82.98 % instances are correctly predicted as 

true instances for KNN. Fig. 11 shows that 0.17 % instances 

are correctly predicted as false instances and 84.79 % 

instances are correctly predicted as true instances for LR. Fig. 

12 shows that 8.43 % instances are correctly predicted as 

false instances and 70.91% instances are correctly predicted 

as true instances for NB. 

C. Classification Report 

The classification report summarizes, gives the 

precision, recall, f1-score, and support for the model. 

Precision is a classifier’s ability not to label a positive 

instance which is in fact negative. It is the percentage of 

predicted positive instances that are correctly predicted as 

true positives. It is the ratio of true positive values to the 

summation of true and false positive values. Precision is also 

called as Positive Predictive Value (PPV).  

 

              
  

     
               

 

Recall is a classifier’s ability to find all positive events. It is 

the ratio of true positive values to the summation of true 

positive and false negative values. Sensitivity also called the 

True Positive Rate (TPR), the recall, measures the proportion 

of actual positives that are correctly classified as true 

positives. In binary classification, recall of the positive 

category is also recognized as sensitivity and recall of the 

negative category is recognized specificity.  

 

                
  

     
               

 

                
  

     
               

     

Specificity also called the True Negative Rate (TNR) 

measures the proportion of actual negatives that are correctly 

classified as true negatives. Another appraise is F1-score 

which is the harmonic mean of precision and recall such that 

greatest score is 1.0 and bad score is 0.0.  
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In general, F1-scores are lower than accuracy measures as 

they include precision and recall into their calculations but 

they can be used to evaluate classifier models, not universal 

accuracy. Support is the number of real class occurrences in 

the data set specified. The support does not alter between 

models, but diagnoses the evaluation procedure as an 

alternative. 

 

          Table 1: Classification Report of DT                                        

            

         Table 2: Classification Report of KNN 

 

        Table 3: Classification Report of LR      

 

 

          Table 4: Classification Report of NB 

 

Table 1, Table 2, Table 3 and Table 4 show the 

classification report of DT, KNN, LR and NB respectively. 

Table 1 shows that TPR and PPV of a DT is 93 % each. Table 

2 shows that TPR of a KNN is 97 % and PPV is 88%.  Table 3 

shows that TPR of a LR is 100 % and PPV is 85%. Table 4 

shows that TPR of a NB is 83 % and PPV is 92%. System’s 

major class of interest is TRUE class and task is to minimize 

False Positives as well as False Negatives as much as 

possible to get good performance of a model. There is a 

trade-off between PPV and TPR. Among four predictive 

models, DT gives good results for TPR as well as PPV. 

  

D. ROC Curve  

The ROC curve is formed by plotting the True 

Positive Rate (TPR) along Y axis and the False Positive Rate 

(FPR) along X axis at various threshold settings. The ROC 

curve is thus the sensitivity as a function of FPR. The model 

with TPR=1 and FPR=0 is called as perfect model. Area 

Under Curve (AUC) is applied in classification examination 

in order to find out which of the used models predicts the best 

results. Fig. 13, Fig. 14, Fig. 15 and Fig. 16 show ROC 

Curves of ML classifiers: DT, KNN, LR and NB respectively 

where dotted line indicates the random guessing with 

AUC=0.5. Curve below the dotted line indicates bad 

performance of a model and curve above the random 

guessing shows good performance of a model.   Fig. 13 

shows that AUC of a DT is 0.76.  Fig. 14 shows that AUC of 

a KNN is 0.62.  Fig. 15 shows that AUC of a LR is 0.50. Fig. 

16 shows that AUC of a NB is 0.70. Among four predictive 

models, Decision Tree gives the maximum AUC. 

 

 

 

 

 

 

 

 

 

 

 

 
                        Fig. 13 ROC Curve of DT 
 

 

 
 

 

 

 

 

 

 

 

 

 

 

                          Fig. 14 ROC Curve of KNN 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

                    Fig. 15 ROC Curve of LR 

    

 

 

 

 

 

 

 

 Precision Recall F1-Score Support 

FALSE 0.60 0.59 0.60 90 

TRUE 0.93 0.93 0.93 515 

Avg / Total 0.88 0.88 0.88 605 

 Precision Recall F1-Score Support 

FALSE 0.64 0.26 0.37 90 

TRUE 0.88 0.97 0.93 515 

Avg / Total 0.85 0.87 0.84 605 

 Precision Recall F1-Score Support 

FALSE 0.33 0.01 0.02 90 

TRUE 0.85 1.00 0.92 515 

Avg / Total 0.77 0.85 0.79 605 

 Precision Recall F1-Score Support 

FALSE 0.37 0.57 0.45 90 

TRUE 0.92 0.83 0.87 515 

Avg / Total 0.84 0.79 0.81 605 

     Fig. 14 ROC Curve of KNN 

 

          Fig. 16 ROC Curve of NB 

         Fig. 14 ROC Curve of KNN 
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                     Fig. 16 ROC Curve of NB 

E. Comparison and Selection of the Best ML Model  

Fig. 17 shows that accuracy performance comparison of four 

ML models. In holdout method, the dataset is distributed into 

separate training and testing dataset - the former is used for 

creation of model and later is used to estimate its 

performance. As dataset applied belongs to imbalanced 

binary class, stratified k-fold cross validations is also used to 

compare and select the model effectively. In stratified k fold 

cross validation, k indicates number of folds which is equal to 

10 and the type proportions are maintained in every fold to 

make sure that each fold is consultant of the category 

proportions in the training dataset. Among these four models, 

DT to be the best model for prediction of human face 

recognition with the highest accuracy of 87.77 % using hold 

out method and 89.81 % using stratified k-fold cross 

validation. Precision and recall of DT model is also very good 

as compared to other ML models. It is also observed that 

AUC of DT is the highest with 0.76 units. The model having 

curve nearest to the uppermost left area indicates the best 

performance. So DT is proved to be the best model with the 

highest classification accuracy, very good recall, precision, 

and highest AUC. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 17 Accuracy Comparison Chart of Four Classifiers 

VI. CONCLUSION 

Live sensor captured data along with multimedia 

data is useful for analysis of abnormal conditions in the 

environment of various physical locations. Sensor data 

analysis with the support of digital images of human face for 

human presence detection and recognition is useful for 

confirmation of abnormal conditions in the surroundings. As 

only sensitive information is pushed on to the cloud 

whenever the human presence is recognized either as known 

or unknown face, optimization of IoT enabled physical 

location monitoring is achieved because only the subset of 

original dataset is stored onto the cloud. The projected 

scheme is new and competent because it offers proper 

accuracies of classifiers and effectiveness of the approach. 

The Decision Trees, amongst the quite a number of analytical 

models, is a remarkable method for the evaluation of 

multimedia sensor records, with the maximum correctness of 

87.77 % using hold out method and 89.81 % using stratified 

10-fold cross validation, very good TPR and PPV of 0.93 

each and ROC with AUC of 0.76, followed by NB, KNN and 

LR respectively. The prediction of person who is either 

known or unknown using sensor data analysis in the physical 

location, sending notifications and alert messages to mobiles 

and email accounts will be extended work of this system to 

enhance the robustness. 
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ABSTRACT 

Internet of Things (IoT) and Machine Learning (ML) are two promising technologies in today’s globe. To 
monitor any physical location on regular time interval, IoT is used to capture real time sensor data aligned 
with timestamp and combined with multimedia data. Abnormal conditions in the environment can be 
recognized and ML is used to perform statistical as well as efficient analysis to produce quality decision 
support system. Data preprocessing before applying supervised ML algorithms is required to acquire quality 
data. Handling missing values, noise, outliers, converting categorical features into one or more new 
features, transformation, normalization, feature scaling and feature selection are the some data 
preprocessing techniques which are required to enhance the performance of the model.  Four feature scaling 
techniques such as Min Max Scalar, Standard Scalar, Normalization, and Robust Scalar are used to 
understand the impact of proper and improper scaling on the performance of the binary as well as multi 
class classifier. Experimental results show that performance of the model is approximately remains same 
before and after applying feature scaling, if dataset is originally almost free from missing values, noise and 
outliers. Study also reveals that if improper scaling is used, it somehow diminishes performance of the 
model. Even though proper feature scaling improves the performance of the classifier, its computational 
time including data preprocessing and learning model is exceptionally high for very large datasets. 

Keywords: Physical Location Monitoring, Data Preprocessing Techniques, Feature Scaling, Min Max 
Scalar, Standard Scalar, Normalization, Robust Scalar. 

INTRODUCTION 

IoT is the one of the developing and quickly creating innovation within the field of Data Innovation and 
Communication Designing. Parts of gadgets can be connected to each other with the support of IoT to 
communicate and deal their data and information. In today’s life, it is essential to screen the physical area 
with the assistance of IoT where numbers of diverse sensors are linked to single board computer. 
Assessment of physical area is required in arrange to distinguish any anomalous conditions within the 
surroundings. Real time sensor and multimedia data is gathered regularly with the help of IoT system. 
 
Data preprocessing may perhaps be information mining procedure that includes altering rough information 
into reasonable format. Real-world information is regularly poor, contradictory, and/or missing in certain 
behaviors or patterns, lacking feature values, noisy containing random error or outliers and is likely to hold 
several blunders. Information preprocessing could be an established policy of settling such issues. 
Information preprocessing plans rough information for further processing. In this paper, different feature 
scaling strategies are analyzed to observe the performance of the supervised machine learning algorithms 
using holdout method.  
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RELATED WORK 

Ajitkumar Shitole and Manoj Devare (2018) portrayed around the watching of a physical region is not only 
a fundamental activity but also recommends imperative corrective measures after productive assessment, 
to remain absent from the encourage mishap within the materials additionally perils in nature. The sensor 
data caught as time course of action is helpful for examination of the atypical conditions within the 
environment. S. B. Kotsiantis et al. (2006) explained that there's much unimportant and redundant 
information display or noisy and untrustworthy information, at that point knowledge discovery construction 
of model is more troublesome and therefore data preprocessing becomes crucial task before building final 
model. Ventseslav Shopov and Vanya Markova (2013) presented that number of missing data points and 
number of outliers could have major impact on classification and predict performance of the model but data 
preprocessing shows the impact on performance of the models. Nazri Mohd Nawi et al. (2013) proved that 
efficiency of Artificial Neural Network can be improved with the help of proper data preprocessing 
techniques like Min Max, Z-score, and decimal scaling normalization. Shaik Shahul et al. (2016) applied 
different data preprocessing techniques on various datasets and showed that prediction of software cost 
judgment changed by using data preprocessing steps. Sven F. Crone et al. (2006) investigated the impact 
of various preprocessing methods of feature scaling, sampling, handling of nominal as well as continuous 
features on the model performance of decision trees, neural networks and support vector machines. 
 
XIAOLONG XU et al. (2018) proposed new missing value imputation algorithm based on the verification 
series for auxiliary judgment of lost values. MIRIAM SEOANE SANTOS et al. (2019) explained about 
diverse approaches to synthetic missing data generation found in the literature and discussed their practical 
details, elaborating on their qualities and shortcomings. HUI LU et al. (2018) explained about outlier 
detection method which is based on Cross-correlation Analysis consists of three parts such as data 
preprocessing, outlier analysis, and outlier rank which in turn  shows strong detection capability for high-
dimensional time series datasets. RUBEN TOLOSANA et al. (2015) presented data preprocessing phase 
where data acquired from diverse devices is pre-processed in order to reach a high similarity between 
signatures coming from different devices. The second phase is a selection of the best features in order to 
further decrease the effect of device interoperability, selecting features which are robust in these conditions. 
PHILIP JORIS et al. (2018) attempted to handle heteroscedastic data more adequately and proposed the 
concepts of intensity-specific distributions and intensity-specific variances. 

RESEARCH METHOD  

Different sensors like temperature, humidity, Passive Infra Red (PIR), Light Dependent Resistor (LDR), 
Gas, and web camera to recognize the face of a person are connected to Raspberry Pi 3 to monitor physical 
location continuously in real time fashion to detect unusual conditions in the environment if any and same 
data is stored onto cloud as well as local server for further systematic analysis to extract meaningful 
information which supports decision making system. Face recognition library is installed in the python 
environment to recognize face of a human being in real time and aligned with sensor data in the form of 
‘Person’ feature. Multithreading programming concept in python is used to create multiple threads for 
capturing live sensor data and face recognition efficiently. System was continuously observed in the home 
location for one month to determine whether the recognized face is true or false and same class label is 
manually added in the dataset to perform binary classification for evaluation of performance of the binary 
model. Data is also pushed onto cloud whenever face is recognized as true or false to optimize the system. 
Local dataset size is very large as compared to cloud dataset as every entry is stored over there irrespective 
of face recognition. Different data preprocessing and feature scaling techniques are applied on cloud dataset 
to observe the performance of binary and multi class classifiers with proper and improper scaling. General 
outline of the data preprocessing is shown in Figure1. 
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Figure1. Data Preprocessing Steps 

 
As shown in the Figure1, first respective libraries and dataset in comma separated values (csv) file is 
imported using python. After data preprocessing like handling of missing values and converting categorical 
features into additional features, dataset is partitioned into training and testing sets to apply feature scaling 
techniques. 

RESULT 

Understanding Dataset and Data Preprocessing 

Table 1 shows that portion of IoT enabled physical location monitoring dataset. Dataset is labeled and 
consists of eight features such as Person, Temp (0C), LDR (Lux), Gas (PPM), PIR, Hum (%), Timestamp, 
and Class Label. Dataset is used for binary classification with Class Label as output feature and remaining 
features as input features. After removal of Class Label feature, same dataset is also used for multi class 
classification with Person feature as target feature to observe the performance of the classifier using proper 
and improper feature scaling techniques. 

Table1. Portion of IoT enabled physical location monitoring dataset 

Person 
Temp 
(OC) 

LDR 
(Lux) 

Gas 
(PPM) 

PIR 
Hum 
(%) 

Timestamp 
Class 
Label 

Ajitkumar 26 299.4 0.11 No 66.86 2018-09-13 10:59:19.319301 TRUE 
Ajitkumar 26 277.2 0.1 Yes 66 2018-09-13 10:59:25.436754 TRUE 
Ajitkumar 26 296.3 0.1 No 67 2018-09-13 10:59:31.036016 TRUE 
Ajitkumar 26 291.05 0.1 Yes 67 2018-09-13 10:59:41.162160 TRUE 
Ajitkumar 26 280 0.1 No 67 2018-09-13 10:59:46.225767 TRUE 
Ajitkumar 26 273.2 0.1 Yes 67 2018-09-13 10:59:51.290994 TRUE 
Swaroop 26 266.57 0.11 Yes 66.91 2018-09-13 11:03:06.093508 TRUE 
Swaroop 26 261.15 0.12 No 66.75 2018-09-13 11:03:24.441326 TRUE 
Swaroop 26 260 0.13 Yes 67 2018-09-13 11:03:29.496944 TRUE 
Unknown 26 260.2 0.14 No 67 2018-09-13 11:03:47.653924 FALSE 
Yogita 26 261.1 0.14 Yes 66 2018-09-13 11:03:53.520794 TRUE 
Ajitkumar 26 299.4 0.11 No 66.86 2018-09-13 10:59:19.319301 TRUE 
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Figure2. Portion of dataset after one hot encoding     Figure3. Portion of dataset after feature scaling:  
              with Person and PIR features                                     Min Max Scalar 
 
As dataset is free from the missing values, there is no need to handle missing values. Apart from Timestamp 
and Class Label features, it consists of two categorical features such as Person and PIR which are converted 
into one or more new features using dummy variables with the help of pandas in scikit-learn library of 
anaconda jupyter environment. Figure2 shows portion of dataset after one hot encoding that is dummy 
variables with Person and PIR features. Person feature is now converted into five more additional features 
‘Ajitkumar’, ‘Pramila’, ‘Swaroop’, ‘Unknown’, ‘Yogita’ having values 0 and 1 based on the name of the 
person recognized. Similarly PIR feature is also converted into two more additional features ‘No’ and ‘Yes’.  
 
Feature Scaling 
 
Temp, LDR, Gas, and Hum features are numeric and having different scale of measurements. It is necessary 
to bring all numeric features into same standardize scale before building the models to enhance the 
performance of the same. Decision Tree, Random Forest, and Gradient Boosting are some of the supervised 
ML algorithms which don’t need to perform feature scaling to bring them onto same scale. Feature scaling 
is necessary for K Nearest Neighbor (KNN), Logistic Regression (LR), Artificial Neural Network (ANN) 
and Support Vector Machine (SVM) to enhance the performance metric. To understand the impact of proper 
and improper feature scaling, binary classification is performed on KNN and LR where as multi class 
classification is performed only on KNN. Four different scaling techniques are applied to reveal the 
performance of the models. Dataset is now separated into input and output features. Figure3 shows portion 
of dataset after Min Max feature scaling on input features. As shown in the Figure3, all input feature values 
are converted into the scale of 0 to 1. 
 
Min Max Scalar 

𝑥ᇱ =
𝑥 − min (𝑥)

max(𝑥) − min (𝑥)
  (𝑛𝑒𝑤_ max(𝑥) − 𝑛𝑒𝑤_min (𝑥)) + 𝑛𝑒𝑤_min (𝑥)                             (1) 

Where 𝑥 is original value, 𝑥′ is normalized value, min (𝑥) is the minimum value and max (𝑥) is the 
maximum value of that feature, 𝑛𝑒𝑤_ max(𝑥) is the new maximum value and 𝑛𝑒𝑤_min (𝑥) is new 
minimum value. 
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Min Max scalar is the simplest feature scaling and uses minimum and maximum values to rescale the values 
in the range usually [0, 1] or [-1, 1]. In the event that the dispersion is not Gaussian or the standard deviation 
is little, the min-max scalar works better. 
 
Standard Scalar 

𝑥ᇱ =
𝑥 − μ

𝜎
                                                       (2) 

Where 𝑥 is original value, 𝑥′ is normalized value, μ is mean, and 𝜎 is standard deviation. 
Standard scalar uses mean and the standard deviation of the feature vector and rescale the values in such a 
way that data distribution is centered on zero mean and unit variance so that features take the shape of 
normal distribution. It preserves the valuable information of outliers and makes algorithms fewer sensitive 
to them. 

Normalization 

𝑥ᇱ =
𝑥

‖𝑥‖
                                                        (3) 

Where 𝑥 is original value, 𝑥′ is normalized value, and ‖𝑥‖ is Euclidean length of the feature. It projects 
samples on the circle or sphere having radius equal to one and usually used when direction of the data 
matters. 

Robust Scalar 

𝑥ᇱ =
𝑥 − 𝑄ଵ(𝑥)

𝑄ଷ(𝑥) − 𝑄ଵ(𝑥)
                                  (4) 

Where 𝑥 is original value, 𝑥′ is normalized value, 𝑄ଵ(𝑥) is first quartile, 𝑄ଷ(𝑥) is third quartile. 
Robust scalar uses quartiles instead of mean and standard deviation to rescale the points. It ignores the very 
extreme data points called as outliers and makes difficulty to further scaling techniques. 

Effect of Proper and Improper Feature Scaling on Performance of Binary Classifier 

 

 

 

 

 

 

 
Figure4. Effect of feature scaling techniques                    Figure5. Effect of feature scaling techniques        
        on performance of KNN binary classifier                      on performance of LR binary classifier 
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Dataset is partitioned into training and testing sets using hold out method and then feature scaling 
techniques are applied. Feature scaling techniques supports fit and transform methods to rescale the original 
data into new representations. Proper scaling allows applying fit method on training dataset followed by 
transform method on training as well as testing datasets. In improper scaling, fit method is applied on 
training and testing datasets separately followed by transform method which most of the times degrade the 
performance of the models. Figure4 and Figure5 show the effect of feature scaling techniques on 
performance of KNN and LR binary classifiers respectively. Performance of the binary classifiers is 
measured in terms of accuracy. Accuracy is the proportion of total number of samples that are correctly 
identified by the model. Both figure show that there is no significant difference in performance of classifiers 
before and after feature scaling. Figure4 shows that accuracy of KNN classifier before normalization is 
87.57% and after proper normalization there is small enhancement in accuracy which is 87.96%, but it 
decreases somewhat after improper normalization. Figure5 shows that accuracy of LR classifier before 
applying any feature scaling techniques is 86.24% and after proper scaling it has been slightly increased to 
86.90% using all four feature scaling techniques. Improper scaling of Min Max scalar brings down 
performance of LR classifier slightly. 

Effect of Proper and Improper Feature Scaling on Performance of Multi Class Classifier 

 

 

 

 

 

Figure6. Effect of proper and improper Min Max            Figure7. Effect of proper and improper Standard                                                   
   Scaling on f-score of KNN multi class classifier              Scaling on f-score of KNN multi class classifier                                                         

  

 

 

 

 

 
Figure8. Effect of proper and improper                              Figure9. Effect of proper and improper Robust                                                  
  Normalization on f-score of KNN multi class classifier    Scaling on f-score of KNN multi class classifier  
 

One vs. all multi class classifier is used and f-score of the KNN classifier is compared to analyze the impact 
of the proper and improper scaling. Multi class classification consists of five classes such as ‘Ajitkumar’, 
‘Pramila’, ‘Swaroop’, ‘Unknown’, and ‘Yogita’ for which harmonic mean of precision and recall are 
calculated to get f-score. Figure6, Figure7, Figure8, and Figure9 show the effect of proper and improper 
scaling on performance of KNN multi class classifier using Min Max, Standard, Normalization, and Robust 
Scaling respectively. Figure6 depicts that performance of the KNN model is reasonably high using proper 
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min max feature scaling than its improper scaling across all class labels. Figure7 reveals that for few classes 
there is little growth in performance using proper standard feature scaling. Figure8 tells that there is no 
change in performance using proper and improper normalization. Figure9 explains that there are variations 
in performance using proper and improper robust feature scaling. 

CONCLUSION 

To enhance the performance of the supervised machine learning models, data preprocessing and feature 
scaling techniques are important aspects to be applied before construction of the models. Robustness of the 
model depends on quality of the data. If the data is missing, noisy, contains outliers or consists of 
contradictory data, it may degrade the performance and to resolve these issues data preprocessing and 
proper feature scaling techniques are required. Categorical features like nominal and ordinal must be 
converted into additional features having values 0 and 1 using either one hot encoding or dummy variables. 
Feature scaling is utilized for bringing all features into same scale to create robust model. SVM, KNN, LR, 
and ANN are sensitive to feature scaling. Proper and improper scaling of Min Max Scalar, Standard Scalar, 
Normalization, and Robust Scalar give variations in performance of the model. Impact of proper and 
improper feature scaling is tested and analyzed for binary as well as multi class classifier and results show 
that proper scaling gives better enhancement of performance metric over improper scaling.  
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Abstract—Antimicrobial resistance (AMR) occurs when 
disease-causing microorganisms are resistant towards 
prescribed drugs, nullifying its effect. As a consequence, there 
is a delay in recovery which worsens the patient's health. 
Antimicrobial resistance is identified as a global threat by the 
medical fraternity and various government bodies. 
Objective of the proposed system is to integrate technology 
with the field of bio-medical, in context with AMR. We 
applied various machine learning algorithms on datasets, to 
identify patterns and use them to predict resistance towards 
various drugs. This model would help in closing the gap 
between Doctors and Labs. 
 In this model, we used ML and data mining 
techniques to predict AMR for individual patients based on 
trends identified from datasets. For building the model we 
use results of Patients undergoing antibiotic susceptibility test 
as datasets. 
 
Keywords—Machine Learning, Classification, Decision Tree, 
Association Rule, Apriori Algorithm, Data Mining, 
Pathogens, Drugs, Combination Therapy, Antimicrobial 
Resistance, CLSI Guidelines, Staphylococcus aureus (sau), 
Pseudomonas aeruginosa elastase (pae). 
 

I. INTRODUCTION 
Pathogens are disease-causing microorganisms. An 
antimicrobial is that agent that prevents the multiplication 
effect of pathogens. Antimicrobial resistance (AMR) is a 
Darwinian selection process that pathogens adapt to 
survive. Pathogens show resistant towards the drugs they 
are exposed to. Hence, these drugs have no effect on the 

patient, delaying the healing process. Sometimes, this may 
be fatal to the patient’s life. In a recent report, it is said that 
an estimated population equivalent to 10 million people 
will perish by 2050 because of AMR. [1] 

One of the major triggers for AMR is the use, misuse, 
or overuse of antimicrobial drugs. Antimicrobial resistance 
has become a serious global threat. World Health 
Organization (WHO) and governments of various 
countries have also identified this threat. 

Knowledge engineering methods can prove to become 
a powerful tool in finding unexpected patterns and hidden 
knowledge, and establishing new rules from large datasets. 

There are antibiotic susceptibility tests that determine 
AMR for patients, but these tests take time to deliver 
results. 

Doctors constantly deal with impatient Patients, who 
do not wait for elementary diagnostic results, they want 
instant results. Due to which there is a gap between doctors 
and clinics. Our project aims to bridge this gap, by creating 
a tool that predicts AMR in Patient. In this model, we will 
use ML algorithms to classify drugs for individual patients, 
into two groups Resistant and Sensitive. A Resistant 
classified drug means the patient has grown resistive 
towards the drug. Similarly, a Sensitive classified drug 
implies that the patient is responding towards the drug. We 
would be applying classification algorithms on the 
datasets, to predict resistance towards certain drugs. 
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II. LITERATURE SURVEY 
Antibiotics have been used since the 1940s. Since then, 
deaths from several infections and illness have been 
significantly reduced. Various reasons contribute to the 
growing Antibiotic resistance. Over-prescription of 
antibiotics is a problem that has to be tackled [2]. 2010 
study results declared India as the world's biggest 
consumer of antibiotics for human health at 10.7 units per 
person [3]. Patients often do not complete their entire 
antibiotic course which allows the strongest bacteria to 
survive [4]. A survey conducted in 2015 by WHO which 
involved multiple countries suggested that there was a 
ubiquitous public misconception about antibiotic usage 
and resistance. The results indicated that 42% do not know 
that they should stop taking antibiotics only when they 
complete the dosage as administered [5]. Once a patient 
has grown resistant towards a drug, there is a transfer of 
resistant determinants between microorganisms. This 
brings a change in the genome sequence of the patient. 
Interaction between humans, animals and agricultural host 
create a platform where resistant genes can be transferred 
thus habilitating the spread of resistance [6]. 
Antimicrobials are heavily used in animal food production 
industry for disease prevention, treatment, and growth 
promotion. But the large-scale use of antimicrobials in 
agriculture (livestock and fish farming) results in human 
exposure to antimicrobial-resistant bacteria via direct and 
indirect pathways. Poor infection prevention, control 
practices and unsanitary conditions in healthcare facilities 
are also responsible to further spread and increase of 
antimicrobial resistance. Also, as new, the rate at which 
bacteria are getting resistant to existing medicines is a lot 
faster than newer antibiotics are being developed [7]. 
Incorrect and excessive use of antibiotics, as well as poor 
infection control, has boosted antibiotic resistance. With 
proper steps, society can reduce and limit the spread of 
resistance. The World Health Organization has created 
various guidelines to help organizations tackle AMR [8]. 
To tackle the challenge of resistance and infections, 
antibiotic stewardship and hospital infection control have 
been deployed worldwide [9]. Persistent reconnaissance of 
local antimicrobial susceptibility patterns is a must for 
fighting rising antimicrobial resistance. WHONET is a 
compelling computerized microbiology research facility 
information administration and examination program that 
can give direction for empiric treatment of contaminations, 
alarm clinicians of patterns of antimicrobial resistance, 
direct drug-policy choices and preventive measures. The 
program encourages sharing of information among 
different hospitals by keeping a common format which can 
be collaborated for global or national antibiotic resistance 
surveillance [10]. In a paper published by the University of 
Athens proposed a framework in which data produced by 
various hospitals were integrated into a data warehouse 
and data mining approaches like Apriori algorithm was 
used to detect hidden and previously unknown patterns on 
large datasets [11]. A paper published in PLOS used 
decisions trees to find special relationships among 
variables and were used to establish new rules from 
datasets [12]. 

Association rule learning is knowledge engineering 
method which uses rules to find interesting relations 
between different variables in large datasets. Apriori is an 
algorithm for frequent itemset mining and association rule 
learning over large databases [13]. Support says how 
popular an item set is in the datasets. Confidence says how 
likely item A is purchased when item B is purchased. Lift 
says how likely item A is purchased when item B is 
purchased [14]. 
 

III. PROPOSED SYSTEM 
We aim to make a model that takes patient details and 
predicts whether the person is sensitive or resistant to first 
line of drugs of treatment. In an ideal system, the model 
needs to know vast patient history for training and accurate 
prediction of future instances but in India there is no 
system for keeping a track of patients, therefore we use 
results of antibiotic susceptibility test as datasets. To 
increase the efficiency, association rules were discovered 
among various drugs for individual micro-organisms. And 
these patterns were used to predict results for further 
drugs. 
 This section provides the description of 
components of proposed model, as illustrated in “Fig. 1,” 
(A) Data Cleaning and Transformation, (B) Association 
Rules Generation, (C) Features Selection, (D) Model, (E) 
User Interface. 
 

 
Fig. 1  Architecture Diagram 

 
 

A. Data Cleaning and Transformation 

Data from Antibiotic Susceptibility Test from various 
Patients were used. Data available was highly noisy data, 
hence cleaning was required. Mainly the data indicates 
sensitivity or resistivity of drugs. Various mathematical 
formulas were used with reference to CLSI guidelines to 
fill those empty data cells. Thereafter a transformed and 
cleaned data was created on which all further processing 
was carried out. 
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B. Generation of Association Rules 

Patterns were generated amongst different drugs for 
individual micro-organisms using Apriori Algorithm. 
Hidden patterns among drugs were discovered. By this 
thousand of association rules were generated; filtering of 
patterns was done using support, confidence and lift as 
qualifying metrics. 
 

C. Features Selection 

Antecedents of identified association rules were used as 
attributes. In the system antecedents were the features and 
consequent was our target class. The qualifying metrics 
depends on the organism. Hence, for each organism a 
different Decision Tree was to be built. 
 

D. Model 

System works on data tailoring, association generation, 
and decision tree. Role of former two is explained now 
comes the decision tree. 
The system was trained with data to build a decision tree 
classifier; it worked on entropy as split criteria. This 
trained model is now used to predict the target class for an 
unseen instance. 
 

E. User Interface 

Our system was highly client interactive in nature, end 
users being medical practitioner. 
An interface is provided to feed details of any patient to 
the system such as his age, gender, site of infection, any 
prior known resistant drugs. These details are used as input 
to our model which in turn classify first line of drug for 
his/her treatment as resistant or sensitive as output on our 
robust dashboard. 
 
 

 
Fig 2.  Doctor Dashboard UI 

 
 

IV. Mathematical Model 
Decision tree algorithm works by recursive partitioning of 
data set into subsets. Each node of the tree is given a 
particular set of record T that is split by a specific test on 
feature. 
Attributes are categorical in nature. Antibiotics can be split 
according to its nature. An antibiotic can belong to various 

subcategories i.e. Resistant, Sensitive, Intermediate or Not 
Determined. To split into entropy is used as criteria. 
 
Let us consider following set of tuples: 
S = {D, X, Y, F} 
Where, 
D = datasets 
X = {basic patient information, site of infection, patient 
medical record} 
Y = {pool of resistant drugs or sensitive drugs} 
F = {data cleaning, apriori algorithm, decision classifier} 
‘D' is the training datasets with only essential features. ‘X' 
is the input filled by the medical practitioner. ‘Y' is the end 
result for any patient about resistivity or sensitivity of him 
to first line of drugs. ‘F' is the various function used in the 
implementation of the system. 
 

V. Results 
Table I. 

Organism Features Target Drug Accuracy 
(%) 

Sau Penicillin, 
Clindamycin, 
Cefoxitin 

Erythromycin 91.67 

Sau Clindamycin, 
Cefoxitin 

Erythromycin 91 

Sau Clindamycin, 
Cefoxitin 

Penicillin 85 

Sau Erythromycin, 
Cefoxitin 

Penicillin 95.83 

Pae Aztreonam, 
Ceftazidime 

Cefepime 96 

Pae Amikacin, 
Ceftazidime 

Cefepime 92 

Pae Amikacin, 
Imipenem 

Ceftazidime 76 

 
As you can observe from the table, the average accuracy is 
around 85-90% for few microorganisms, the accuracy can 
be increased with more personalized Patient details. 
 

VI. Conclusion 
We believe that prediction of AMR can be a vital step to 
fighting AMR. It can also act as a tool to prevent AMR. 
 As stated earlier for building an ideal model to 
predict the resistivity or sensitivity of any drug in an 
individual requires vast data with minute details is needed. 
Such datasets require organizations to invest more in 
technology and build systems for the same.  
Feedback loop can be used to increase discover new 
patterns and keep the system updated. As the patterns for 
AMR keeps changing a feedback loop will keep the model 
efficient. 
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Abstract— The study and understanding of the intermittent 

characteristics of equatorial and low latitude ionosphere is crucial for 
modelling and forecasting the ionosphere and space weather conditions. 
The performance of space-based navigation systems such as Global 
Positioning System (GPS) is affected by the sporadic temporal and spatial 
variations of ionospheric Total Electron Content (TEC). The variability 
of ionospheric electron density over Indian low latitude sector is difficult 
to model due to Equatorial Ionization Anomaly (EIA). In this paper, 
Multi-fractal aspects of the GPS measured TEC is investigated during 
both high and low solar activity periods of 24th solar cycle. The vertical 
TEC (VTEC) data sets are obtained from two Indian low latitude stations 
namely, Bangalore (Geographical Latitude: 13.020 N, Geographical 
Longitude: 77.57o E), and Lucknow (Geographical Latitude: 26.830 N, 
Geographical Longitude: 80.92o E) for two year long period 2013 and 
2015.The experimental results shows that the respective geographic sites 
have important scaling differences as well as similarities when their 
Multi-fractal  signatures for VTEC are compared. These differences and 
similarities are interpreted in terms of the EIA conditions, where this 
phenomenon is an important source of intermittence due to the presence 
of the VTEC peaks at ±300 geomagnetic latitudes. During the high solar 
activity period, the intermittence characteristics of VTEC over EIA 
region (Lucknow) are relatively more complex than equatorial 
(Bengaluru) station, whereas during low solar activity period the scenario 
is reciprocal.    

Index Terms— Global Navigation Satellite System (GNSS), Global 
Positioning System (GPS), Vertical Total Electron Content (VTEC), 
Equatorial Ionization Anomaly (EIA), Multi-fractal, Detrending 
Fluctuation Analysis (DFA), Solar Activity. 

I. INTRODUCTION 
atellite dependent navigation systems experience range 
errors due to non-linear characteristics of ionosphere. The 

ionospheric dynamic medium is one of main effecting error  
source of Global Positioning System (GPS) performance for  
precise range and position determining capability [1]. Phase 
advance and group delay are commonly termed as ionospheric 
phenomenon, moreover amplitude fading and phase 
scintillation phenomenon cause the loss of carrier lock and  
 

The above work has been carried out under the joint research collaboration 
of K L University, Vaddeswaram, Guntur, A.P, India and Institute for Space-
Earth Environmental Research, Nagoya University, Nagoya, Japan. The 
authors would like to express their thanks to the Department of Science and 
Technology, New Delhi, India SR/FST/ESI-130/2013(C) FIST program.  

 
 

interrupt GPS receiver operations [2]. Total Electron Content 
(TEC) fluctuations are large with respective to the solar 
radiations, geo magnetic activities, magnetic storms [6]. The 
activity of Vertical Total Electron Content (VTEC) is 
dependent on geo magnetic storms and solar cycles or solar 
activity [2], [3]. According to the studies carried out by [4], 
the intermittent characteristics like ionospheric TEC are 
responsible for improper Global Navigation Satellite System  
(GNSS) dual-frequency receiver’s measurements. To reduce 
GPS data transmission errors, analysis of ionospheric 
phenomenon is necessary [4].  

Spatial temporal characteristics of TEC are highly variant at 
equatorial and low latitude regions than at mid latitude regions 
[5]. A small change in TEC data is enough to change the 
dimensional view of ionosphere layer [6]. This makes fractal 
dimensions of TEC data crucial in understanding ionospheric 
space weather for robust design and operations of GNSS 
receiver. [6]. Study of small changes in TEC is termed as 
fractal analysis. Holder exponent and local Hurst exponents 
are used to define the fractal structure to be whether multi or 
mono fractal signal [7]. The TEC data has the characteristics 
of Multi-fractality which shows extreme magnitudes and long 
memory [8].  

To study these highly variant VTEC (nonlinear 
characteristics of a signal) many statistical methods like 
Fourier transform, wavelet analysis [9], wavelet Transform 
modulus maxima method  (WTMM) [4], Multi-fractal  
detrended fluctuation analysis (MFDFA) [1], [10], are 
implemented. For studying the intermittent characteristics of 
VTEC  Fourier transform method fails because of its 
restriction to handle multiple high range frequencies [11]. 
Wavelet transform method localises the random fluctuations 
of non-linear properties of non-stationary data at different 
scales and positions [7], [9], [12]. Similarly MFDFA method 
works on the principle of finding the q-order moments in the 
signal [7], [9]. However, these methods give accurate results 
when the fractal property of the signal is known [7], [9]. 
WTWM method uses the calculation of the average for the 
total signal (VTEC) at a time calculating but in MFDFA  
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method, the average for specific time intervals of the signal is 
considered to get the more information about the multi-fractral 
nature in the temporal and spatial variations in the ionospheric 
TEC. Thus, MFDFA becomes more subtle than WTWM 
method. Moreover, when the fractal property of the VTEC is 
unknown the complexity in WTMM  increases more than 
MFDA [7], [9]. The computation of Root-Mean-Square 
(RMS) for given VTEC time series provides the average 
variations in it.  In the case of mono-fractal detrended 
fluctuation analysis (DFA), the power law relation between 
the multiple segment sample sizes and overall RMS is known 
as Hurst exponent and in the case of MFDFA, q-order Hurst 
exponent can distinguish the RMS for segments with small 
variations and large fluctuations. For the negative values of q-
order Hurst exponent, the WTMM method becomes more 
programmable and does not give the accurate results when 
compared to the MFDFA method which will be of easy 
functioning [12]. This makes MFDA more suitable and 
reliable method to determine the Multi-fractality nature of the 
VTEC whether it is a short time series or long time series [7], 
[9]. 

In this paper the seasonal, annual temporal and spatial 
variations of ionosphere TEC has been investigated during 
high and low solar activity period of the 24th solar cycle (2013 
& 2015). Seasonal and annual variations of ionosphere TEC is 
measured over two low latitude stations. The main objective 
of this paper is to understand the seasonal dependence of the 
Multi-fractal  behaviour compared to the annual variations. 

II. DATA PROCESSING 
Fig. 1 depicts two low latitude stations in India, Bengaluru 
station (Southern Indian region nearer to geomagnetic 
equator), Lucknow station (Northern Indian region nearer to 
Equatorial Ionization Anomaly (EIA)). The GPS satellite data 
recorded at these IGS stations are processed to determine the 
VTEC [1].Using the calculated TEC data [5], studied the 
effect of TEC on satellite communication [1].The GPS-TEC 
data obtained at the stations are processed to find out the slant 
TEC, baseline parameters and then stored in format of 
RINEX_GPS_TECH [3], [13]. 
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Fig. 1. India map plotting the Lucknow and Bengaluru 
Stations 

The RINEX observation files data of 2013, year of solar 
maxima [3] and 2015, year of solar minima are processed 

further for investigating the seasonal and annual variations of 
Multi-fractality, at low latitude Stations.   
 

The GPS-TEC data is obtained from Scripps Orbit and 
Permanent Array Centre (SOPAC) for two low latitude 
stations Bengaluru (Geographical latitude: 13.020 N, 
Geographical longitude: 77.570 E) and Lucknow 
(Geographical latitude: 26.830 N, Geographical longitude: 
80.920 E) are collected. 

III. IMPLEMENTATION OF MFDFA ALGORITHM FOR FRACTAL 
ANALYSIS OF GPS-TEC DATA 

Mathematical equations are applied on the recorded TEC 
data for over a year, 2013, and 2015. Steps for performing 
Multi-fractality analysis are: 
Step 1: Generate VTEC data using the formulae below. 

1
( ) ( ( ) ); 1,2,3,........

n

i

x n y i y n N
         (1) 

Where, y= VTEC data recorded for a year period. 
Step 2: The series x (n) is divided into Nl equal non 
overlapping segments of length l each. But it is not always 
possible for the Nl to be an integer hence for accuracy the 
grouping process is performed from both forward and 
backward directions leading to form 2Nl number of segments 
in total [10, 14].  
Step 3: The average fluctuation of the TEC is calculated by 
mean of the both forward and backward group’s data. 

2

1

1,
lm

i
i r

P l m x i x i
l

    (2) 

where P ( l , m) is the average fluctuation in both forward and 
backward directions. 

r = (m-1)* l . 
m = the window number. 

For forward operation m=1, 2, 3......,   and  
For backward operation m = -1,  -2, ... , 3, 2, 1. 
Step 4: Using the variance of both backward and forward 
operations, qth order fluctuation function is given by 

1

2 22

1

1( ) ( , )
2

q q
Nl

q
ml

P l P l m
N

     (3) 
where, q ( index variable) can be of any value other than 0. 

Negative q values are used to capture the small fluctuations 
where as positive q value is used to capture the large 
fluctuations of VTEC data. Eq. 3 is repetitively calculated for 
different window lengths (k) and q values. P (l, m) follows the 
power law relation 

        
H q

qP l l
            (4) 

where Hq is the slope for the graph between log (Pq (l)) vs 
log (k). Hq is termed as local Hurst exponent and varies with 
respective to q. Generally q-order is 2 for mono-fractality and 
above 2 for Multi-fractality [10]. Similarly Hq in the range of 
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0.5 refers to mono-fractality and Hq in the range of 0.7-0.8 
refers to Multi-fractality [10]. 
For q=0 the Hurst exponent can be given as 

 
2

02
0

1

1( ) exp[ ln ( , ) ]
4

lN
h

ml

P l P l m l
N

      (5) 

Now for the measurement of Multi-fractality of the VTEC 
data Multi-fractal  spectrum (Dq) is calculated through 
MFDFA method in the following step 5. 

Step 5 (Calculation of Dq): 
Measurement of very small variations present in the TEC 

data is termed as Detrending analysis. This can be done 
through the analysis of Multi-fractality spectrum. 

1q qt q H
            (6) 

Holder exponent (or singularity exponent) is calculated by  

        qdt
hq

dq
            (7) 

       qDq q hq t          (8) 

Finally, a plot is drawn between singularity exponent (hq) 
and Singularity Dimension (Dq) which is termed as Multi-
fractality spectrum.  

IV. RESULTS AND DISCUSION  
Fig. 2 depicts the TEC variations in the year 2013 and 2015 

for the stations Bengaluru and Lucknow. Amplitude of TEC 
(Eq. 1) is plotted against the number of samples i.e., for a 365 
day period. It's clear that in the year 2015 equinox seasons 
experiences large fluctuation in TEC data this phenomenon is 
explained by the analysis carried out by the [15], [16] which 
states that higher variations in TEC data is observed in 
equinox’s because of vertical E×B drifts along with EUV 
ionization in both high and lower solar activity periods. 
Moreover, during the 2013 and 2015 year, large fluctuation in 
TEC data are observed during March month, supporting the 
geomagnetic disturbed conditions during, 17 March and 29 
June  2013 due to geo-magnetic storms [6] which plays major 
role in variation in electron density in ionospheric F layer. 
Moreover, it has been observed that the random VTEC 
signatures over both the GPS stations due to the largest 
geomagnetic storm in 24th solar cycle  occurred on 17 March 
2015.The dependency of VTEC variations on the solar activity 
and geomagnetic storms has learnt from the [8] which here 
used for better understanding of the variation in TEC through 
multi-fractral analysis.  

In Fig. 3 Annual Multi-fractality nature of the VTEC data is 
examined by the plot between singularity exponent (hq) and 
singularity spectra (Dq) (Eq. 6 & 8). q-order in MFDFA varies 
according to the VTEC data. The width of the Multi-fractality 
spectra defines the degree of Multi-fractality. This proves the 
statements made by [6] i.e., earth atmosphere got effected by 
the solar storms and geo magnetic fields and it’s evident 
through the width that is measured in the Multi-fractality 
spectrum for the year 2013 in both stations. Bengaluru and 
Lucknow stations in 2013 have higher widths in Multi-fractal  

spectra when compared to the same stations in the year 2015 
(solar minima). i.e., 2015 (year of solar minimum) gets least 
effected with the solar radiations proving through the width 
obtained from the Multi-fractal  spectrum at both the stations. 

Bengaluru stations also experiences highest peak in TEC 
recorded assuming that there have been large and sudden 
changes in the electron density of the ionosphere. Using 
Singularity exponent (hq), and holder exponent the signal can 
be predicted whether it is mono-fractal or multi fractal. Hurst 
exponent at a range of 0.7-0.8 (Eq. 6) can be termed as the 
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Fig. 2. Annual plots TEC data at Bengaluru and Lucknow Stations for the 
years 2013 and 2015. 
 
Multi-fractal  and when it is at rate of 0.5 it is called as mono-
fractal [10]. This is evident from the Fig. 3 where Hurst 
exponent (Hq) & Singularity Exponent (hq) values are 
observed monotonically decreasing order with increase in 
scaling factor (Eq. 4 & 6). 

 
Fig. 3. Annual Multi-fractality spectrum at Lucknow and Bengaluru stations 
for the years 2013 and 2015. 

Fig. 4 depicts the seasonal variations of TEC at Bengaluru 
and Lucknow station in 2013 and 2015 years. The amplitude 
of VTEC is shown against the Time in UT i.e., for 24 hours. 
The presence of winter anomaly is observed for the year 2013 
[17]. Here the absence of winter anomaly is observed for the 
year 2013 solar maximum that is the correlation between 
equinoxes and summer solstice is minimum but when comes 
to December solstice it shows different behavior from others. 
Winter anomaly occurs due to O/N2 ratio changes (i.e., winter 
season has low solar activity but due to enormous increase in 
O/N2 ratio in the ionosphere layer TEC gets increased 
compared to the June equinox) in the ionosphere layer  [3]. 
Winter anomaly effect is absent at Bengaluru station and 
Lucknow, EIA station in the year of solar maximum, 2013 and 
its effect is negligible over both the stations during year of 
solar minimum,2015  [3] which is clearly depicted in Figure 4. 
Similar conclusions are drawn for winter anomaly got missing 
for solar maximum year, 2013 [15].  
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Multi-fractal  spectrum for seasonal variations is carried out 
for the TEC variations during 2013 and 2015. It is observed 
that Bengaluru station (equatorial region) experiences more 
ionization rate when compared to the Lucknow station due to 
EIA and ExB drifts at geomagnetic equator. Seasonal plots 
gives use the detrending analysis of the TEC data. March, 
September equinoxes and December solstice are left skewed 
and right truncated [10]. Insensitive to the local fluctuations 
having lower amplitudes is termed as right truncation. 

 
Fig. 4. Seasonal plots TEC data at Bengaluru and Lucknow Stations for the 
years 2013 and 2015. 

  
 In contrast June solstice has unique features when 

compared to other seasons it is right skewed and also 
experience left truncation. From the graphs plotted seasonally 
and annually singularity exponent (hq) values are decreasing 
as there is increase in the scaling size.  
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Fig. 5. Seasonal Multi-fractality spectrum at Lucknow and Bengaluru stations 
for the years 2013 and 2015. 
 

The seasonal Multi-fractality characteristics are show in 
Fig. 5. It is observed that the temporal and spatial variations 
ionosphereic TEC over equatorial and north Indian station 
near EIA have been illustrated using MFDFA technique. The 
non linear multi-scale features and intermittences are high 
over both the stations during all the season for solar maximum 
period, 2013(Fig. 5). However, the degree of Multi-fractality 
is found more during 2015 year over Lucknow station. Thus, 
the MFDFA is a useful fractal analysis tool for the 
investigation of intermittencies in GPS observation. 

V. CONCLUSION 
This paper mainly concentrates on the use of efficient 

method, MFDFA which overcomes the difficulty in previous 
methods like WTWM, Fourier transform. Multi-fractral 
spectrums have been analysed to study the effects of solar 
activity (solar maximum, solar minimum, geomagnetic 

storms) in varying the TEC data at the stations Bangalore and 
Lucknow for the years 2013 and 2015. The effect of winter 
anomaly is also observed in the seasonal TEC variation at both 
the stations. It can be concluded that TEC data is largely 
sensible to the space weather environmental conditions and 
should be analysed fractally in order to eliminate the errors 
that occurs in GPS and radio communication systems. 
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