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Report on Guest/Expert Lecture
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Department of Electronics & Telecommunication

Program type: Guest/Expert Lecture on Data Science
Date & Time: 05/10/2020 & 9.30am to 11.30 am
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No. of students registered/appeared: 201

Target students: SE E&TC, TE E&TC, BE E&TC

Fee Details: FREE

Instructor details: Ms. Hima Patel, Ms. Nitin Gupta,Mr. Shashank Mujumdar

IBM Research Lab,India
himapatel@in.ibm.com,ngupta47@in.ibm.com,shamujum@in.ibm.com

9611133668.

8. Objectives:

1) Explore supervised and unsupervised learning paradigms of machine learning
used for-regression and classification.

2) To design and analyze various machine learning algorithms using neural
networks

3) To explore Deep learning techniques and various feature extraction strategies.

Outcomes:

1) To compare and contrast pros and cons of various machine learning techniques
and to get an insight of when to apply a particular machine learning approach.

2) To mathematically analyze various data cleaning approaches

3) To implement unstructured data and applications.
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Insights: Impact of different cleaning techniques

Impact, if cleaned*

Negative Impacts*

Inconsistencies Insignificant No

Outliers Insignificant/ Positive Possible

Duplicates Insignificant Yes

Missing Values Positive If imputation is far away
from ground truth

Mislabels Positive If dataset accuracy < 50%

A% B Carpacyice.

*based on general patterns across the datasets and different train test settings
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Image 1: Ms. Hima Patel explaining data cleaning techniques
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Common Data Cleaning Techniques

Data Cleaning lssues

Qualitative

Integrity Constraints based errors (not covered)
- Functional Dependency Constraints

- Denial Conslraints

- Others ..
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Image 2: Ms. Hima Patel Explaining common cleaning techniques
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Source: Broediey i &, 1999, jdenistying musbbeled Lraning Dain

« Finding label nolse examples Inlarge =  On the labeling corractness In
computer vislon datasets
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= Published in Joumal of
artificial intelligence research,
1999

= Train fllters on paris of the

= Published in International
Conference on Systems, Man, and
Cybernatics, 2017

= Published in Interaciive
Adaptive Lesrning 2018

= Traln CNN ensembles o

* Two-level approach

= Level 1 - Train SVM on the : .
unfillered data. All support ® Volingsitiges used;
vectars can be patentlal = Majority Voting
candidales for noisy points.

Level 2 - Traln classlfier on the
ariginal data without the support
vactors. Samplas for which the
original and the predicted label
does not match, are marked as
label nolse,

training data In order to
Idantify mislabeled examples
in the remaining training data

delect Incorrect labels y
= VYoling schemes used:
=~ Majority Voting
= Consensus Voting R bt poner
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Image 3: Mr. Nitin gupta explain the approaches for filtering in Data Science
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