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Abstract— Every programming language has its own attributes, 
advantages and its own syntax. The logical reasoning applied by the 
programmer also requires awareness of the syntax specific to that 
language. Writing correct code depends heavily on syntax proficiency. 
Perhaps this can be asserted as an impediment of general 
programming languages. The new learners of a particular 
programming language find it difficult to cope up with the syntax 
requirement of that particular language.  This not only increases the 
time required to learn a language but also shifts the focus of the user 
from logical reasoning. In order to shun the tedious approach of 
learning the syntax of a language, the approach of converting the 
user’s logic drafted in natural language directly into the appropriate 
programming syntax can be used. This approach will not only grant 
the user the ability to use natural language but will eliminate the 
syntax dependency as well. Since logic construction for a solution to a 
problem is constrained by the syntax of a programming language, we 
propose a system that allows the user to provide a simple English 
statement as input to the system, which will then be translated into 
syntactically correct code. 

We show that the system works efficiently with more than 80% 
accuracy. With each iteration, the dataset gets trained and updated, 
further increasing the precision and recall of the system. We also 
convey that, with the help of this system the syntax dependency can be 
eliminated, thereby increasing the user’s efficiency.

Index Terms—artificial intelligence, natural language processing, 
ma- chine learning 

I. INTRODUCTION 

Programming means writing how to solve a problem in a
language that the computer will understand, making it 
intelligent to execute the program and determine the solution 
to the problem. For learning any designated programming 
language, the first step is to assimilate the syntactical terms. 
From basic operations to arduous functions, everything is 
governed by strict syntax labeling. We plan to eliminate this 
syntax dependency and allow the user to extensively focus 
on logical reasoning, saving his time and efforts by 
understanding the natural language and converting it into the 
pertinent syntax. Natural Language Processing (NLP) is the 
method to understand the meaning behind the words. NLP is 
a component of Artificial Intelligence (AI) and is used to 
interpret the text and use it in various strenuous applications. 
In this manifestation, NLP interprets the meaning behind 
given text and that output is then converted into the apt 
syntax. Text Interpretation and Text Translation are two 
techniques used here. A program is generally an algorithm 
that instructs the computer to perform a specific task. There 
are different programming languages with the help of which 
you can write a program. Some of the languages have a
syntax that is easy to learn, whereas on the other hand, for
some of the programming languages, learning the syntax is 
exhausting. 

II. HYPOTHESIS 
We hypothesize that our system will allow the user to 

give text commands using the spoken language and will 
translate the given statements into a suitable code. The 
system is aimed for around 70-80% accuracy, provided that 
the user uses English with grammatical mistakes. The system 
will generate a code that is free of syntactical errors, but the 
program may consist of logical and/or semantical errors,   as 
the code generated is the exact translation of the input 
statements provided by the user. 

III. RELATED WORK 

A. VoiceGrip: A tool for Programming-by-Voice 
Desilets [1] proposed a unique approach for Voice 

Programming where programmers first dictate code using an 
easy to utter pseudo-syntax and then translate that 
automatically to native code in the appropriate programming 
language.  It also addresses different problems in traditional 
Speech Recognition (SR) system used in programming-by-
voice like large vocal and cognitive load, the Code 
navigation (which is moving the cursor and/or scrolling 
window to specific parts of the code) and the error 
correction, which is an issue for all voice input tasks. As for 
a Speech Recognition model, it is important that the user 
corrects every recognition error otherwise, the accuracy of 
the voice model will demean gradually over time. To tackle 
all these complications A. Desilets proposed a system 
(2000), which allows programmers to dictate code 
continuously and enables an effective form of local 
navigation. The system supports the mouse-free operation of 
all its functionality. When translating pseudo code to native 
code in a particular language, VoiceGrip uses a simple 
deterministic parsing algorithm. Language Construct,  native 
symbols, and new symbols are analyzed at each translation 
parameter to effectively translate the code. While VoiceGrip 
has been useful in practice for programmers-by- voice, it is 
still ineffective in untangling the complications in modern-
day programming systems. 

B. VoiceCode.io 
The project was proposed by Ben Meyer [2] due to 

Repetitive Stress Injury (RSI) from overuse of keyboard. 
Voice- Code works with a commercial speech recognition 
program (Dragon NaturallySpeaking) and an editor (Emacs) 
to trans- late speech to code. The system needs the user to 
give input in the form of precise and strict syntax, character 
by character, certainly increasing the speed and efficiency of 
typing. The operations in the system are driven by building-
blocks which are the basic command structures used in 
various languages. Initiating and channeling the blocks with 
certain command allows the user to use them for further 
tasks, which gets easier as the basic structure is already in 
place. User can also create multiple commands that does 
multiple things from a single initiation word. For example, a 
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Abstract— The branch of sentiment classification is catching 
researchers’ consideration in a couple of years, as social media 
is emerging rapidly on the internet. In sentiment classification 
or opinion mining reviews are gathered, analyzed and 
sentiments are determined. Reviews given by customers are 
helpful to other customers and manufacturers to formulate 
superior decisions and decide business strategies. There are 
various subareas in the branch of sentiment classification which 
has attracted the attention of academicians and researchers. In 
this review, the focus is on aspect-oriented sentiment 
classification; it also covers major work done in the sentiment 
classification area. This survey denotes major contribution of 
researchers in aspect-oriented sentiment classification using 
different approaches. Comparatively higher performances are 
reported for this referenced literature. 

Keywords— Sentiment analysis, Opinion mining, Aspect 
Based Sentiment Analysis (ABSA), Machine learning 

I. INTRODUCTION  

Due to vast growth of social media on the internet, people 
came closer. People can specify opinions on blogs, websites, 
review sites. Customers can openly specify opinions related to 
products. A customer trusts on public reviews/opinions rather 
than information provided by the vendor. As this huge data is 
becoming available, it is necessary to extract it, analyze it, 
determine sentiments and present it in comparative form. Such 
review information is helpful for customers to take decisions 
and for vendors to compare products with other products 
available in the market and decide business strategies. ABSA 
plays important role in such applications. ABSA is also 
helpful to generate a summary of important factors specified 
in the review of products. It is useful for generating automatic 
recommendations based on purchase history, customer 
reviews and similarity between products. Such applications 
require a system to identify important aspects of the product 
and determine sentiments for it. 

This survey focuses on ABSA and sentiment classification 
task. Techniques mentioned for sentiment classification are 
also used for determining sentiments for aspects. The 
organization of this paper is: section 1 is an introduction, 
section 2 covers sentiment classification work, section 3 is 
based on sentiment analysis approaches, section 4 focuses on 
ABSA and section 5 summarizes and defines its future scope. 

II. SENTIMENT CLASSIFICATION 

Sentiment classification is a technique which 
automatically classifies may evaluative text into classes like 
positive, negative as well as neutral. This classification should 
be done at a particular one of the three levels i.e. text level, 
sentence level, aspect opinion (feature level). The difficulty of 
classifying documents increases from document level to 
aspect-oriented sentiment classification [1]. 

A. Document Level 

Text oriented sentiment classification classifies a 
document as a positive sentiment or a negative sentiment 
document. This level of classification may not give 
appropriate results as it does not consider different aspects of 
a product while analyzing sentiments. In a review, the user 
may give positive comments for one aspect and negative for 
another aspect, of the same product [1]. 

B. Sentence Level 

It performs classification on sentence-level for a review 
[9]. It basically first identifies subjective and then objective 
sentences. Subjective sentences contain opinions, after 
identification of such sentences, they are further defined as 
positive, negative as well as neutral respectively. 

C. Feature Level/ Aspect Based 

It executes the fine-grained sentiment classification as 
well. In this method, the features of an entity or product are 
identified and sentiments for those features (aspect) of the 
product are determined. For determining sentiment of an 
aspect, opinion words related to that feature need to be 
extracted accurately. Here sentiments are aggregated for each 
aspect of the product [7], [8]. 

III. SENTIMENT ANALYSIS APPROACHES 

Sentiment analysis task can be broadly categorized into 
Machine Learning (ML) techniques and lexicon-based 
approach. 

A. Machine learning approach for sentiment analysis 

The machine learning approach for sentiment 
classification mostly relies on supervised classification 
methods [3]. In this approach, training and testing data is used. 
Training data labeled with the class labels is used to train 
classifiers and test data is used to test the classification 
performance of a classifier. Machine learning approach for 
sentiment classification generally consist of following steps (i) 
Feature extraction from training data. In earlier work, features 
are mostly selected using a Bag of Word (BoW) approach. (ii) 
Feature selection: the machine learning approach requires 
specific and limited features set to train the classifier. 
Increased number of non- specific features, decreases the 
recital of a classifier. The size of the feature vector is reduced 
by extract as well as select specific features using feature 
selection techniques. (iii) Train the desired classifier with the 
help of the selected feature set. (iv) Test the performance of 
the classifier using the test dataset [10]. 

The algorithm in [10] used the ML-based approach to 
categorize the movie review as well as the product review 
dataset. In this study, the authors extracted four types of basic 
features; namely, unigrams, bigrams, bi-tagged, and 
dependency parsing tree-based terms vectors. Prominent 
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Abstract - - The growing consumer demand on electrical energy sources every day and the aging transmission and 

distribution power grid infrastructure is causing new challenges for electrical engineers. In recent years, the focus of 

power system engineers and consumers has been shifted to “power quality” due to increased usage of voltage 

sensitive equipment such as computers, servers, network infrastructure and precision electronic manufacturing 

equipment by consumers. The variations in bus voltage mainly occur due to electromagnetic transients, harmonic 

distortion, voltage sag, voltage swell and flicker due to switching of large capacitor banks in power grid. In 

addition, recently there have been numerous small to mid-size installations of renewable energy sources such as 

solar photovoltaic (PV) systems and wind power generation which are connected to the grid at the distribution side. 

The nature of these renewable energy sources is that they produce intermittent power generation based on solar and 

wind energy availability and their high penetration poses problems of voltage and frequency instability in the grid.  

 

Another cause of poor power quality is that load demand is not predictable and consumption or daily 

behaviour of load patterns is not known, hence there is difficulty in matching the demand and supply of power. 

Demand side management helps energy providers to reduce the peak load demand and adjust the load profile to a 

certain extent. In this paper, several latest publications related to the improvement of power quality such as passive 

and active filters, Active Power Line Conditioning (APLC), static VAR compensation, electric spring and smart 

loads are reviewed. Also various methods of demand side management such as estimation of load patterns, peak 

clipping, valley filling, intelligent load switching, electric spring and smart loads for reducing the peak demand on 

utilities are discussed. Proposed work in this area includes development of new topologies and control 

methodologies of electric spring to get fast response to the changing load and maintain grid stability. Another area 

of proposed work includes development of algorithms for accurate estimation of demand load patterns so as to 

reduce the peak load demand on the system.  
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I. Introduction 
 

In recent years, consumers are paying more attention to power quality due to increased usage of voltage 

sensitive equipment such as computers, power electronic motor drives, inverters and network infrastructure such as 

servers, routers, modems etc. Any power line interruption, frequency variation, transient noise can permanently 

damage the electronic equipment at the consumer end. If the consumer equipment is damaged, it can be concluded 

that power quality problem exists and it needs to be addressed immediately as the consumers can lose their business 

competitiveness and incur financial losses. [4]. 

 

The generation of power is distributed these days with small to mid-size installations of renewable energy 

sources such as solar photovoltaic (PV) systems and wind power generation systems at the distribution side. The 

nature of these renewable energy sources is that they produce intermittent power generation based on solar and 

wind energy availability during the day and their high penetration in utility grids is posing problems of voltage and 

frequency instability. Due to distributed nature of renewable energy sources, fast response to the user demand needs 

to be achieved in efficient manner and it is required to balance the demand and supply patterns more closely in 

order to maintain power and frequency stability and also to reduce voltage imbalance.  
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